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Abstract: When Christians reject the claims of scientific experts, are they 

being irrational? Much of recent discussion in scholarly and popular media 

have discussed science denialism by conservative Christians, linking a low 

view of scientific expertise to the United States’ current political turmoil.1 This 

paper will focus on scientific explanations of science skepticism, asking 

whether there is anything unique to religious communities that make them 

vulnerable to misinformation. 
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This paper will focus on scientific explanations of science skepticism, asking 

whether there is anything unique to religious communities that make them 

vulnerable to misinformation. When surveying the social science literature, at least 

three explanations (misleading cognitive biases are in operation, humans care more 

for group identity than truth, or human reasoners want truth but rely upon 

intellectual shortcuts) emerge for describing why some communities have difficulty 

accepting scientific information. While these positions are not mutually exclusive, I 

argue in what follows the last one is the most pervasive and has the most 

explanatory power. If this is the case, then religious skepticism is fueled more 

Christian intellectual culture than cognitive mechanisms.  

 

1. Explanation 1: Individual Cognitive Biases  

 

Many recent explanations for science skepticism have focused on cognitive biases 

that make it difficult for the public to make reasoned decisions about scientific 

claims. One of the most influential ways to discuss biases in human cognition is to 

distinguish between two different modes of cognitive processing called System 1 

 
1 Stewart (2020). 
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and System 2.2 System-1 thinking is fast and automatic and includes emotion and 

intuition. System-2 employs the conscious processes of the mind, which require 

working memory and are slower and more deliberative than System 1 thinking. 

Advocates of this theory say that we normally rely upon System 1 because it requires 

less effort than System 2 and is often correct but that we can override our intuitive 

responses if we come to a different conclusion through deliberation. In sum, 

evolution has equipped our brain with systematic biases, with shortcuts that allow 

us to make quick decisions that promote survival over finding the truth. 

Examples of System-1 biases include the affect heuristic, wherein judgments are 

guided directly by feelings of liking and disliking rather than by conscious 

reasoning.3 The immediacy bias says that, when one is feeling hunger, it is difficult 

to project the level of hunger for the following day.4 Numerous other biases (e.g., 

positive illusions, cognitive dissonance, the fundamental attribution error, prospect 

theory, hindsight bias, and the gamblers fallacy) have been suggested, which 

together paint a bleak picture of human rationality.5 Two cognitive psychologists 

summarize the data as follows: “On their own, individuals are not well equipped to 

separate fact from fiction, and they never will be. Ignorance is our natural state; it is 

a product of the way the mind works.”6 To add insult to injury, studies also show 

that the more incompetent or ignorant one is, the less one can recognize it (the 

Dunning-Kruger effect).7 

Once one has uncovered the psychological basis of human biases, it is easy to link 

those biases to science denial. Because of the human tendency to rely upon intuitive 

heuristics when judging information, extra effort is required to learn or retain 

scientific concepts that cut against the grain of System-1 processes. With respect to 

climate change, for example, two researchers argue as follows: “People’s attitudes 

to the environment can better be explained and predicted—over and above any 

actual facts about environmental change—by taking into account the psychological 

 
2 Kahneman (2011); Evans and Stanovich (2013, 223–41). 
3 Kahneman (2011, 12). 
4 Gilbert, Gill, and Wilson (2002, 430–44). 
5 Other proposed biases include confirmation bias. Nickerson (1998); myside bias (Stanovich, 

West, and Toplak (2013), bias blind spots Pronin, Lin, and Ross (2002), and overreliance on a number 

of heuristics and biases (Tversky, Amos, and Kahneman 1974). 
6 Fernbach and Sloman (2018). 
7 Kruger and Dunning (1999, 1121). They say: “When people are incompetent in the strategies they 

adopt to achieve success and satisfaction, they suffer a dual burden: Not only do they reach erroneous 

conclusions and make unfortunate choices, but their incompetence robs them of the ability to realize 

it. Instead, like Mr. Wheeler, they are left with the erroneous impression they are doing just fine.” 
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biases inherent to the human brain.”8 Though humans have the ability for abstract 

thought and can conceive future alternatives, our attention is normally drawn back 

to our surrounding environment. The effects of global warming are thought to be 

too far in the future and too nebulous for most people to connect them to events in 

daily life. In a comparable way, students have a hard time learning evolutionary 

principles because they “enter their biology classes with a host of misconceptions 

that are never explicitly addressed or refuted.”9 Essentialist biases give people the 

idea that species are stable and immutable, and teleological biases lead people to 

seek purposeful explanations.10 Because objects in the world are intuitively imbued 

with function and purpose, it is much easier to grasp supernatural concepts than 

biological ones.11 Giving information without first combating the specific biases that 

cause students to discount it is a waste of effort, for our intuitions powerfully shape 

our reasoning when we are unconscious of them.12 Education should help students 

become aware of their own misleading intuitions and, if possible, train new 

responses.13  

Explanation 1 is unlikely to be the best explanation for science skepticism for 

many reasons. Cognitive biases cannot explain the variance of science skepticism 

among diverse groups. Why are Germans less skeptical about climate change than 

Americans, given that they share the same cognitive mechanisms? A second reason 

that Explanation 1 is insufficient is that there seems to be a bias for psychologists 

and other social scientists to find bias when there is none.14 The issue is not that 

humans are irrational, but whether irrationality is systematic and often undetected, 

because it goes against everyday experience and intuition. Biases are supposed to be 

like visual illusions; universally hardwired into the brain and thus hard to change 

by education.15 But research shows, as I will argue below, that people can update 

 
8 Johnson (2009).  
9 Bishop and Anderson (1990, 415–27). “Evolution is an exceedingly difficult theory to understand 

and is counterintuitive due to multiple cognitive biases. Essentialist biases lead people to believe that 

species are stable and immutable. Teleological biases lead us to believe that all species and their 

component parts exist for a reason.” Kumandaş, Ateskan, and Lane (2019, 350–64). 
10 “A broad teleological tendency therefore appears to be a robust, resilient, and developmentally 

enduring feature of the human mind that arises early in life and gets masked rather than replaced, 

even in those whose scientific expertise and explicit metaphysical commitments seem most likely to 

counteract it.” (Kelemen, Rottman, and Seston 2013, 8). 
11 Gervais (2015, 312–21). 
12 Pennycook, Fugelsang, and Koehler (2015, 425–32).  
13 Cook, Ecker, and Lewandowsky (2015, 1–17). 
14 The critiques in this section follow Gerd Gigerenzer (2018, 303–36). 
15 Gigerenzer (2018, 304). 
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their beliefs through education. And many of these biases—Wikipedia currently lists 

over two hundred—either are common sense or counterintuitive experimental 

findings that often are later overturned. For example, it was once frequently argued 

(and could be found on the NCAA website) that there was such a thing as the hot 

hand fallacy, the idea that a player can get “hot” when in fact past performance has 

no influence on future outcomes.16 It turns out through a reanalysis of the data that 

someone with a hot hand in basketball has a 11 percent better chance of making the 

shot—roughly the difference between an average and the best NBA three-point 

shooter. Basketball players and coaches would have been better served by trusting 

their own experience to the statistical analysis of social scientists. Social scientists 

need to be more vigilant to root out the biases in their own research that they find 

so easily in others. 

 

2. Explanation 2: Rationality as a Social Bonding Strategy 

 

A second general approach argues that we should look to social explanations to 

understand the prevalence of science skepticism. While the cognitive biases 

considered in the previous section play a role in belief formation, they cannot 

explain the variance of science skepticism among diverse groups. Why are Germans 

less skeptical about climate change than Americans given that they share the same 

cognitive mechanisms? The answer for many social scientists is that we should 

consider how humans act in groups.  

The primary role of human reason, as some social psychologists have argued in 

recent years, is not to ascertain the truth but to maintain bonds with others in one’s 

social network. Humans are social creatures who are easily turned against others 

who are perceived to be outsiders—even when placed in randomly and arbitrarily 

formed groups.17 Reason functions as a lawyer who will find the best arguments to 

an existing conclusion rather than forming accurate beliefs relative to the best 

evidence.18 As one political scientist summarizes: “In matters of public opinion, 

citizens seem to ask themselves not ‘What’s in it for me?’ but ‘What’s in it for my 

group?’”19 It is human reasoning ability that allows people to be so unreasonable. If 

rejecting climate change becomes part of the core beliefs of being a Republican, for 

example, then the burden of proof for changing one’s mind for those who identify 

as Republican becomes exponentially higher. Such explanations are cultural—

 
16 Gigerenzer (2018, 316). 
17 Johnson and Levin (2009, 1598); Haidt (2013, 219ff). 
18 Mercier and Sperber (2011, 80); Mercier (2016, 689–700). 
19 Haidt (2013, 100); Kinder (1998 808). 
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unique to American political history, for example—as they do not depend on 

cognitive mechanisms alone.  

What makes explanation 2 different from the intuition-bias explanation described 

above is that it places more blame on our analytic-reasoning (System-2) processes 

than on the intuitions of System 1. We use higher-order reasoning to find arguments 

that can convince others and maintain our status in a group. Analytic reasoning 

allows us to find information that favors our own cultural, religious, and political 

commitments.20 In short, it is human reasoning ability that allows people to be so 

unreasonable. This account is supported by evidence that the more intelligent a 

person is, the greater the chance for political polarization around contentious issues, 

such as climate change or gun control.21 Psychologists have shown that individuals 

who score the highest on a number of science-comprehension tests are more 

polarized than those who rely upon their intuitive reasoning.22 Climate-change and 

evolution deniers often have much more extensive knowledge of scientific processes 

than those who do not. Cognitive sophistication can lead to inferior viewpoints 

being more persuasively defended.23 

Appealing to the use of reason to resist rationally superior explanations also helps 

to explain a puzzling phenomenon in the field of science communication: Scholars 

have often assumed that public skepticism of science is driven by a lack of 

information. This assumption has encouraged the belief that the public would be 

persuaded if science popularizers could only inform it about the facts or the state of 

scientific consensus. The reality, however, is that publicity campaigns can have the 

opposite effect, thus demonstrating a “backfire effect” that increases skepticism 

towards a theory.24 For example, despite efforts by Al Gore and others to convince 

the American public about the realities of global warming, belief that global 

warming is a problem actually decreased in the U.S. from 79% to 59% over the period 

2006-2010. The backfire effect has been found in studies on a variety of issues, from 

vaccines to the supposed introduction of “death panels” by the Affordable Care 

Act.25 Science-education campaigns backfire because it is hard to abandon core 

 
20 Kahan (2012); Kahan et al. (2017, 179–99). 
21 Kahan et al. (2012, 732–35); Sarathchandra et al. (2018, 1–7).) 
22 Kahan et al., (2017, 54–86). 
23 Bolsen, Druckman, and Cook (2015); Hamilton, Cutler, and Schaefer (2012); Drummond and 

Fischhoff (2017, 9587–92). 
24 Nyhan and Reifler (2010, 312). 
25 Nyhan et al. (2014, 2013-2365); Berinsky (2017, 241–62).  
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beliefs that are critical to one’s identity, as to do so would also undermine one’s 

membership in the group.26  

If Explanation 2 is correct, then one solution to science skepticism would be to 

build trust by using science educators who identify closely with a targeted group, 

as new information will be accepted only by those who are on one’s own “team.”27 

Explanation 2 also suggests that effective science communication must convey the 

message that a particular scientist shares the values of the community to which he 

or she is speaking; otherwise, attempts at education will have little effect and may 

even have the opposite effect.28 Skepticism could also be lessened by creating 

opportunities for personal interactions between laypeople and scientists, as trust is 

best created in face-to-face interactions.29 Finally, people often identify with multiple 

groups: religiously, culturally, ethically, and economically. When one is attempting 

to target a community for scientific education, one needs to consider the multiple 

ways that one’s presentation can be tailored to that specific group. 

Critics of Explanation 2 argue that disinterest in truth in favor of group identity 

has not been seen in numerous recent studies. People update their beliefs when 

presented with evidence about the scientific evidence of climate change, regardless 

of prior motivation or political motivation.30 Other studies show that training in 

detecting fake news decreases belief regardless of political identity and that the 

backfire effect is the exception rather than usual occurrence.31 In other words, more 

reasoning leads to more accurate beliefs. As two political scientists argue, “Evidence 

we’ve gathered over the previous four years—involving more than 10,000 

participants and spanning from the 2016 election to well into the Trump 

presidency—illustrates that the most pessimistic accounts of the decline of facts are, 

well, not entirely factual.”32 I think overall that recent evidence shows that while 

individuals trust information from their social groups, most persons are still 

interested in truth. What leads certain groups to inaccurate conclusions is the lack 

of exposure to quality information rather than the explicit rejection of what they 

 
26 Pentland (2016).  
27 Goldberg et al. (2019). 
28 Holt, Ogden, and Durham (2018, 11); Irzik and Kurtulmus (2019, 1145–66). 
29 Funk, Johnson, and Hefferon (2019): “Half or more of Americans have positive views about each 

of six professional groups asked about in the survey. The public is warmest toward medical doctors: 

About three-quarters. Majorities also have positive opinions of medical researchers (68%), dietitians 

(60%), environmental health specialists (60%) and environmental researchers (57%). About half (51%) 

have positive overall views of nutrition researchers.”  
30 Linden, Maibach, and Leiserowitz (2019, 1–8). 
31 Roozenbeek and Linden (2019, 1–10); Wood and Porter (2019, 135–63). 
32 Porter and Wood (2020). 
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know is likely to be true, a finding that has been shown in religious believers.33 In 

other words, more reasoning leads to more accurate beliefs.  

 

3. Explanation 3: It Is Rational to Trust 

 

The third explanation assumes that, despite cognitive shortcomings and the 

tempting reversion to group identity, the intent of human reasoning is truth.34 This 

is the classical way of construing human reason, as it says that deliberation results 

in a greater ability to discern what is correct.35 The real problem with human reason 

is not that our inbuilt intuitions mislead us but rather that most people do not take 

the time to improve their intuitions (System 1) through explicit reasoning (System 

2). When bad information is accepted, it is probably because the individual failed to 

cognitively reflect on what was being claimed or on the source of that claim. 

The ability to make discerning choices about which beliefs to accept from others 

is what many philosophers and psychologists call “epistemic vigilance.”36 All 

humans are inclined to weigh information, otherwise we could not thrive, or even 

survive, for we would then lack the skills we need to navigate modern life.37 Without 

vigilance, we would fall for every get-rich-quick scheme or other plan to take our 

money and attention. Because of the importance of discernment with respect to 

information, even children are not automatically trusting when it comes to accepting 

beliefs from others.38 Children have been shown in developmental studies to resist 

testimony that conflicts with their own prior observations. They can also grasp the 

difference between stories that aim to represent reality and those that do not, can 

monitor informants to assess their reliability, and will correct a parent/teacher who 

gives inaccurate information. Rather than believing anything they are told, children 

from three years of age have limits on what they are willing to believe and are 

developing the general human tendency to weigh information from others.  

The concept of epistemic vigilance helps to explain why Christians support 

science skepticism. One problem with respect to science is that the public cannot 

verify the outcome of experiments or the evidence that supports a theory. When 

 
33 Gervais (2015, 319). 
34 Evans and Stanovich (2013); Pennycook and Rand, (2019); Shtulman and McCallum (2014); 

Stanovich (2011); Swami, Voracek, Stieger, Tran, and Furnham(2014). Gervais (2015). 
35 Pennycook and Rand (2019, 39–50). 
36 Dan Sperber et al. (2010, 359–93). As they say: “Epistemic vigilance, unlike distrust, is not the 

opposite of trust; it is the opposite of blind trust.” 
37 Collins and Evans (2007, 16).  
38 Sperber et al. (2010, 371ff).  
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considering an expert’s claim, one often relies upon secondary considerations to 

make a judgement about its validity—what the sociologist Harry Collins calls our 

use of “social knowledge.”39 When a quantum physicist tells us about the behavior 

of electrons, most of us cannot assess the scientific claim—for we lack the technical 

knowledge and skills to do so. What we can assess is his or her credentials, place of 

employment, schooling, demeanor, appearance, speaking ability, social skills, 

respect of peers, experience, and record of accomplishment; we can also judge how 

well the statements fit with what we already believe and so on. If the speaker seems 

credible according to these secondary criteria, we are much more warranted in 

trusting him or her than we would be otherwise. Unfortunately, it is far from ideal 

to evaluate experts through secondary criteria. The inferior nature of social 

knowledge in comparison to personal knowledge has long been recognized in 

Western philosophy. In his classic dialogue Gorgias, Plato imagines a scenario in 

which an audience must distinguish a doctor from an imposter with excellent 

rhetoric. The character of Socrates agrees that the rhetorician will convince the 

crowd each time.40 A similar dilemma is faced by the public when scientists make 

claims about the natural world: Should one trust the scientific information despite 

lacking the ability to verify what is being claimed? Or should one remain skeptical 

towards statements that one cannot personally verify?  

True epistemic vigilance is difficult, as it takes effort to continually watch our 

informants and evaluate their performance and trustworthiness.41 Many people 

make these decisions implicitly, using System 1, relying upon inarticulate feelings 

about who to trust, which is influenced by one’s social community. “Tribal 

rationality”, from this perspective, is not an illogical tendency to believe whatever 

your superiors tell you but is rather a useful shortcut that relieves one of the 

cognitive burdens of having to assess someone’s trustworthiness. If one wants to 

know what to believe about a new policy proposal, one can simply look to see what 

others in one’s group think about it, since they share one’s values. Even in a modern 

society with easy access to information, most citizens rarely have the luxury to 

research issues in depth, as they must instead focus on the practical necessities of 

 
39 Collins and Evans (2002, 258).  
40 “And I say that if a rhetorician and a physician were to go to any city, and had there to argue in 

the Ecclesia or any other assembly as to which of them should be elected state-physician, the physician 

would have no chance; but he who could speak would be chosen if he wished; and in a contest with 

a man of any other profession the rhetorician more than anyone would have the power of getting 

himself chosen, for he can speak more persuasively to the multitude of any of them, and on any 

subject. Such is the nature and power of the art of rhetoric!”  
41 Sperber et al. (2010, 360). 
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working and caring for their families.42 When political debates occur between 

people, for example, what may on the surface appear to be simple disagreements 

about the facts of the matter are actually disagreements about perceived authorities: 

Where does this information come from, and is this source reliable and worthy of 

respect?43 Tribal rationality can give rise to groupthink, whereby positions are 

accepted on the basis of social pressure rather than of best evidence, but this does 

not negate all of the other occasions in life when relying upon one’s group is a useful 

cognitive shortcut.44 

Relying on others for information is not in itself irrational. The real problem is the 

number of uninformed or bad actors who are seeking to manipulate human trust for 

selfish gain. As one scholar who studies scientific communication says, “The 

problem, in short, is not a gullible, manipulated public; it is a polluted science 

communication environment.”45 It is important to consider how difficult it is for 

laypeople acting on their own to discern what is reliable scientific information when 

so many individuals and institutions fill the information space with misleading or 

incorrect arguments. The difficulty has been documented by historians of science 

Naomi Oreskes and Eric Conway in Merchants of Doubt. They show that, to push 

misleading science to the public—thereby to create uncertainty about whether 

smoking causes cancer—cigarette companies need not provide convincing evidence 

for their position; they need only create the “appearance of doubt” by hiring 

freelance scientists who will support the company’s message that the link between 

tobacco and cancer is unproven. If an intelligent member of the public who is 

actively seeking the truth encounters debates by scientists on opposite sides of an 

issue, is it is difficult to expect that person to determine which scientist is making 

the better use of evidence or best represents the judgment of the scientific 

community. The reason the tobacco strategy works is that laypeople, most of whom 

have no scientific training in a college or university, find it difficult to assess 

competing scientific claims.46 As long as the scientific evidence is perceived to be 

uncertain, there is no reason to act. 

 
42 Christiano (2017).  
43 Herritt (2016, 79).  
44 Ehret, Sparks, and Sherman (2017, 253–77); Gustafson et al. (2019, 940–44); Kahan (2016, 11): “It 

is perfectly rational for them consciously to seek out guidance from such individuals, then, or to form 

unconscious habits of mind that privilege them as sources of guidance on what science knows. This 

process is admittedly insular, but it clearly works in the main.” 
45 Kahan (2017). 
46 Miller, Scott, and Okamoto (2006, 765–66). 
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The problem of information-space pollution is that it can manipulate intellectual 

virtues that lead to truth, such as intellectual humility. When the public is confronted 

with two experts on climate change who disagree on the facts and the best 

interpretation of evidence, what is the right conclusion to draw? An emphasis on 

intellectual humility would suggest that, since scientists cannot agree, a layperson 

cannot be confident either. Intellectual humility is an important virtue, but it can be 

manipulated by those outside the scientific consensus to increase skepticism 

towards mainstream science.  

In summary, recent research shows that communities are not, as some have 

argued, hermetically-sealed information bubbles in which people are resistant to 

any views that are not consistent with their own.47 While people do express a 

preference for information that is consistent with their own previous beliefs, they do 

not automatically reject information from other ideological sources.48 Rather than 

view the public as credulous consumers of misinformation, it is better to see much 

of the public as constrained consumers who reason by seeking out information and 

beliefs from cultural groups with which they identify.49 The difference is that the 

public will not believe just anything but can be misled by relying upon faulty 

information from trusted sources. In other words, reliance upon rational shortcuts, 

which are often effective in many domains of life, can be manipulated for economic 

or political gain.  

If Explanation 3 is correct, then much of science skepticism is driven by an 

informational landscape that is too difficult for most people to navigate on their 

own. Even when we move people to think—to use their higher-level analytical 

thinking rather than rely upon intuitive processing—laypeople do not have enough 

background information to make decisions for themselves and lack sufficiently clear 

social knowledge to discern where reliable information is to be found. Given all the 

cognitive shortcomings in human nature, we still need to provide more 

opportunities for laypeople to reflect on science and teach them how to distinguish 

between quality knowledge and inferior knowledge. The problem with the Internet 

 
47 Barberá et al. (2015, 1531–42); Dvir-Gvirsman, Tsfati, and Menchen-Trevino (2016). Gentzkow 

and Shapiro (2011, 1799–1839). 
48 “Some surveys show that laypeople with more knowledge may be more skeptical towards 

science than those without a little training, since the illusion of comprehension gives one more self-

confidence in one’s beliefs than is warranted.” Lisa Scharrer et al. (2017, 1003–18). 
49 Kahan (2017, 9). 
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and social media thus may not be fake news but rather that they exacerbate the 

human tendency to rely upon intuition when casually taking in information.50  

Applied to Christian communities, science skepticism does not originate from a 

casual dismissal of truth but rather from deeply held support for other truth claims, 

such as claims regarding the supernatural origin of the Bible and God’s providential 

control over nature. While these beliefs are reinforced in social settings such as 

worship services, they also comprise narrative frameworks that Christians use to 

interpret the private experiences of their own lives. When Christians are told by 

influential members of the community that mainstream science conflicts with their 

own religious beliefs, and given that mainstream science is irrelevant to their own 

personal experience, Christians will reject the scientific data or accept the 

pseudoscience that is presented to them. Christians reason about evolution in the 

same way as nonreligious laypeople who accept evolution: Information is filtered 

through trusted sources. If Christians are to accept mainstream scientific theories, 

they will have to encounter factual information about science from people they trust, 

and it will need to at least generally cohere with core faith claims they believe.  

 

Conclusion 

 

This paper has outlined three ways of understanding scientific skepticism. Though 

Explanation 3 (that humans are limited but truth-seeking reasoners) has been found 

superior to Explanations 1 (cognitive biases impede scientific understanding) and 2 

(humans use reasoning to reinforce group identity), this is not to dismiss the first 

two explanations of Christian skepticism towards science as completely 

meaningless. Cognitive biases can make it especially difficult to understand some 

scientific theories, but there is too much cultural and historical variation to religious 

science skepticism to blame misleading intuitions. These cognitive mechanisms 

work within larger cultural and social contexts, without which one cannot explain 

science skepticism. At other times, especially when emotions are engaged, reasoning 

is short-circuited and core beliefs are defended at all costs. There are, of course, 

partisans who so identify with their beliefs that there is almost no prospect of 

changing their minds, but these partisans do not represent most public consumers 

of information.  

In general, however, Christians want reliable information and are willing to 

spend some of their limited cognitive resources to obtain it. The central complaint 

 
50 Matthew Fisher, Mariel K. Goddu, and Frank C. Keil (2015, 674–87); Adrian F. Ward et al. (2017, 

140–54). 
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of many religious communities is not that experts have knowledge that is 

incompatible with religious views but rather that the experts are not really experts—

a view which leads them, in good faith, to spread misinformation. To combat science 

skepticism in religious communities, more attention should be given to the 

information landscape in which people operate. How can we help people more 

clearly differentiate between high- and low-quality information in a digital era that 

is rife with conflicting information? A key answer will involve the development of 

institutions of knowledge that can help mediate quality information to the public.  

Given the limits of individual reason to seek the truth, we solve the problem of 

distinguishing good from bad information by forming institutions—such as the 

legal system or university—and collectively practicing intellectual vigilance through 

a structured contest between different points of views.51 Rationality emerges from 

critical interaction with diverse perspectives, relying on others to help gather and 

evaluate evidence. It is the social nature of reasoning, formalized in institutions, that 

is key to the success of the scientific enterprise. 

A healthy Christianity in the twenty-first century requires robust institutions that 

promote evidence-based skepticism and real dissent, that do not reinforce lay 

commonsense biases or presume that infallible answers are given only to a few select 

leaders at the top of the hierarchy. Only by building robust institutions can we take 

a stand against the spread of misinformation in our communities. If the church 

cannot bring itself to trust the best knowledge produced by the modern world, why 

would the modern world trust the church in return?52 
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